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1 Introduction and Motivation
In settings where a large-scale population of individuals has low prevalence to have a binary
characteristic (e.g. disease, product defect, system error . . . ), testing the population individ-
ually is costly and may not be a viable strategy. Dorfman [3] proposed the concept of group
testing, in which a population is instead tested in groups. If a test on a group is negative,
the entire group is classified as negative. If not, at least one individual is positive, and the
individuals are tested again either individually or in smaller groups until all the population is
classified into positive and negative individuals.

The two fundamental problems of group testing are the determination of the group size and
the group composition in order to minimize the classification error. To this end one needs to
take into consideration several aspects. A test can lead to incorrect classification, that is, a true
negative individual as positive and a true positive individual as negative. The population to
be screened is usually heterogeneous, i.e., each individual has a different probability of testing
positive. Moreover, large size groups may worsen the ability to detect a positive individual
among negative individuals. Finally, a sample can belong to a limited number of tests.

Non-adaptive two-dimensional designs where individuals are assigned to a matrix were pro-
posed in [5]. The individuals in the same row or column represent a group. In settings with
perfect tests, the suspicious positive individuals would only appear in the intersection of pos-
itive rows and positive columns. Works studying the optimal solution of a two-dimensional
group testing considering realistic settings are only reported in [2]. However, they concern
solely adaptive design where the groups for the following stages are determined by the results
of previous stages. To the best of our knowledge, no work on exact algorithms for non-adaptive
two-dimensional group testing with heterogeneous population has been reported.

2 Problem Definition
The problem studied is formulated as follows : let I = {I1, I2, . . . , IN} a population of N indi-
viduals with known positivity risks p = {p1, p2, . . . , pN}. Let us assume we have an imperfect
test with a given sensitivity and a specificity. The studied two-dimensional group testing prob-
lem aims at determine groups of exactly L individuals so as to minimize a convex combination
of the classification error and the expected number of tests and such that:

(i) Each individual Ii belongs to exactly two distinct groups Sk and Sl;



(ii) Each two groups Sk and Sl share at most one individual Ii.

One important question we raise concerns the values of eligible group size L for which the
two constraints ((i)-(ii)) are satisfied. The following proposition holds.

Proposition 1 For N > 2, the non-adaptive two-dimensional group testing problem has at
least one feasible solution if on only if the value of group size L is chosen such that L|2N and
2 ≤ L ≤ 4N

1+
√

1+8N
.

3 Solution Approach
We propose an integer linear model to formulate the group testing problem where variables are
binary and exponential number. In particular there is one variable for each possible group of
size L of the individuals. Since the number of variables is exponential, we generate them on the
fly with a pricing procedure. However, the generation of new variables implies the generation
of new constraints of the model, which make the resolution of the linear relaxation of the model
a column-and-row generation procedure [4]. We embed the procedure in a branch-and-bound
algorithm to recover integrality. To strengthen the linear relaxation we consider inequalities
obtained using the Reformulation-Linearization Technique (RLT, [6]). To recover integrality
we develop an ad-hoc branching scheme that takes into account the problem structure.

In order to validate the proposed method, experiments are conducted on random generated
instances with up to 100 individuals.

4 Conclusions and Perspectives
We have proposed a generic model handling non-adaptive two-dimensional group testing with
equal group size and with different risk profile population. We give the values of eligible group
sizes satisfying our design. Finally, we propose a Branch-and-Price-and-Cut algorithm to solve
the problem. First, we plan to expand our experiments to validate the efficiency of our Branch-
and-Price-and-Cut algorithm on large instances of real SARS-CoV-2 data. Second, we plan
to expand our current work in order to consider potentially variable group sizes. Specifically,
inspired by the work of [1], we are interested in studying the potential of a hybrid model in
which an individual may belong to either one or two groups.
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