Paging with succinct predictions
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The paging (also called caching) problem, is a fundamental online problem [3] modeling the management of an internal small but fast memory space in operating systems. A cache composed of $k$ identical slots is available, where each slot allows to store one page. An instance is described by the size of the cache $k$, a universe of pages, and an online page sequence, describing requested pages which must be served when they arrive. These page requests arrive one at a time, and the algorithm must ensure that this page is stored in the cache. If the page is absent, a page miss occurs and the algorithm must pay a unit cost, load this page into cache, and potentially evict a previously loaded page if the cache was full. If the page was already present in the cache, a page hit occurs and the request is served with no cost. The objective is then to derive an algorithm deciding which page to evict when page misses happen, aiming at minimizing the total number of page misses. Of course, future page requests are unknown to the algorithm as this is an online problem.

The classic metric to estimate the quality of an online algorithm consists in computing its competitive ratio. An algorithm $A$ has a competitive ratio $\alpha$ if and only if there exists a constant $c$ such that for any instance $I$, $\text{ALG}(I) \leq \alpha \cdot \text{OPT}(I) + c$, where $\text{ALG}(I)$ and $\text{OPT}(I)$ represent respectively the cost of $A$ and of an optimal offline algorithm on $I$ (which knows the whole instance beforehand).

The paging problem is now well-understood under the scope of competitive analysis. An optimal offline solution consists in following the so-called Belady’s rule: always evict the page requested the furthest in the future. Deterministic solutions are $k$-competitive at best, such as FIFO (First In, First Out: evicting the page which entered the cache the furthest in the past), LRU (Least Recently Used: evicting the page requested the furthest in the past), or a special class of algorithms called marking. Randomized algorithm cannot be better than $H_k$-competitive, where $H_k \approx \ln k$ is the $k$-th harmonic number. The well-known marker algorithm is $(2H_k - 1)$ competitive [4] and algorithms matching the lower bound have been discovered later [1].

However, it is notorious that competitive analysis leads to pessimistic algorithms that try to prepare for pathological cases and fail to obtain a good solution on easy instances. This is one of the motivations of a quite recent field called learning-augmented algorithms. We assume here that algorithms get access to predictions about the future of the instance, which typically come from machine learning models able to recognize patterns in the input. These prediction may be inaccurate, and the main idea is to design algorithm which can be run regardless of the quality of the predictions. Algorithms are generally evaluated using three quantities: robustness corresponds to the classic competitive ratio when the predictions are irrelevant; consistency is the competitive ratio assuming all predictions are perfect; and smoothness corresponds to how
fast the competitive ratio increases when the predictions errors increase. A large amount of problems have been studied under this scope within a few years, as hundreds of papers have been attributed to it [5].

The paging problem is one of the problems which has been the most studied under this scope, and several predictions models have been considered. The seminal paper from Lykouris and Vassilvitskii [6] assume that at each round, a prediction about the next time the current page will be requested again is available, their results being improved later. Other models include predictions about all requests until the next reoccurrence, about the relative order of page requests, or about the cache content of an optimal algorithm.

The objective of this paper (full version available at [2]) is to study the usage of succinct predictions for the paging problem, so that are composed of few bits of information. Apart from the theoretical interest, the motivation comes from the faster communications and computations involved, and existing binary classifiers outputting a single bit of information per page. We propose two models in which a 1-bit-prediction arrives with each page request, which is, up to constant factors, necessary to improve worst-case guarantees. In the discard model, the predictions describe whether a given optimal algorithm would evict the page before it is requested again. In the phase model, the predictions describe whether this page is requested in the next k-phase (defined as in marking algorithms).

Denoting by \( \eta_0 \) (resp. \( \eta_1 \)) the number of pages wrongly predicted 0 (resp. 1), Table 1 summarizes the guarantees achieved by our algorithms, which are shown to be close to the best possible by corresponding lower bounds. The asymmetry of \( \eta_0 \) and \( \eta_1 \) is remarkable: it is much more expensive to wrongly keep a page in cache rather than to wrongly evict it.

<table>
<thead>
<tr>
<th>Discard predictions</th>
<th>Phase predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
<td>( \text{OPT} + (k - 1)\eta_0 + \eta_1 )</td>
</tr>
<tr>
<td>Randomized</td>
<td>( \text{OPT} + 2H_k \cdot \eta_0 + \eta_1 )</td>
</tr>
</tbody>
</table>

not suited for deterministic

\[ 2H_k \cdot \eta_0 + \eta_1 \]

\[ 2 \left( \ln \left( \frac{2 \eta_0}{\text{OPT}} + 1 \right) + 2 \right) \cdot \text{OPT} + H_k \cdot \eta_0 \]

TAB. 1: Summary of results: upper bounds on the cost of our algorithms.
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